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" 7. The Limited Performance Gain from Depth Data
---Is More Sensory Data Always Better?

eval/retum

The Final Result of RGB-Depth (After 20,000,000 timesteps)

eval_success_once_mean=1.0

"This strongly suggests that simply adding more sensory data,
even when correctly pre-processed, is not a guaranteed path to
better performance.”
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Part 3: Demonstration Data

XERSHI B EMRE—7F ManiSkill E12UEHRE. BEFNIEmR
ESHITEURN, RAXEEIEBIEAEL: ##(5%> (Imitation
Learning) . IR ITIVEEERM,

THEXESIIAA PPT ERRFIFR, KMEMFRRBEERENIT T

tnRk: H5 file format & different traj
¢ H5/HDF5 2—MEBRHEIEZMEERX (Hierarchical Data Format) , ERATRZITEREMHAME, 2
BBE., XISEHA. BIER. THRIESERE—IXHE, MB XHRAFHREETEIXXEGR,

EATE RIS
. BHES R Agent REMESMSITRR (FRN—%K B3 trajectory) REHI—1 .h6 XfEH,
© S-EUBNHBIE  trajox (XXX 2HS) , S—KME—RTEM episode KR,

BENTEESNAS:
1. obs (Observations) : WM%K$E
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o RESHEL Agent FEREIMEAN
. actions: ENEHIE
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ADemonstration Dat:

Field Name Description

terminated Indicates whether the task ended normally
(e.g., completed successfully or failed)

truncated Indicates whether the task was forcibly interrupted due to
timeout

success Indicates whether the task truly accomplished its objective

! success = True # terminated = True
In ManiSkill, after a task is successfully completed, the agent may continue to execute a few more stabilizing
actions before the episode ends or is interrupted.

A motion planning task:
the agent might succeed but not terminate in time -> both success=True & truncated=True
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ADemonstration Data §

Peg Insertion
\ Successful Episode
Stack Cube Or
I Failed Episode
Draw Triangle

ADemonstration Data

Episode 320 (Failure X)
Peg missed the hole or deviated
(red section still visible)

Episode 332 - Success

o 2 o 6 & 10 1o c 2 % 6 s W 1o

Episode 332 (Success V)]

Peg fully inserted into the hole
(red section completely entered
the hole)

ADemonstration Data ff

Episode 190 (Failure X)
Blocks visibly separated (no stacking)
Clear gap observed in depth map

Episode 190 - Failure

o 2 % 6 0 100 120 o 20 @ 6 0 10 B0

Episode 200 (Success &4 )

Red block stacked on green block in
correct position

Significant overlap visible in depth map




Demonstration Data

Episode 30 (Failure X)
Failed to complete the target shape

pisode 30 - Failure
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Episode 470 (Success )
Pink lines form a closed complete triangle
Continuous action trajectory

00 150 200 250 300

Demonstration Data R

The significance of collecting and visualizing trajectory data

directly used for the supervised training of imitation learning algorithms:
precisely extract successful trajectories as training samples
Success:
skip the misleading behaviors in failed cases

robust & reliable

> Analyze at which stages the agent often makes mistakes
Failure:

Design more effective reward functions or intervention mechanisms

Expert trajectory

— training trajectory — training trajectory Learned Policy
— 7 expected trajectory — 7y expected trajectory "
.

. No data on >€
. how to recover
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Brief Summary
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‘ System Environment Preparation ’

Reinforcement Learning Training
Hyperparameter Analysis

Trajectory Collection & Visualization
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"The road ahead is long and boundless;
We shall search up and down unceasingly.”

1. From environment setup, rendering to point cloud generation,
fully mastered the basic workflow of ManiSkill.

2. Multi-task and multi-view visualization provides the foundation
for in-depth observation of agent behaviors.

1. Explored the training effects of both state-based and vision-
based policies on the PushCube-v1 task

2. Establishes a practical hyperparameter tuning strategy based on
a systematic sensitivity analysis, and quantifies the change in
training efficiency when using RGB-D versus RGB data under
identical settings.

1. For three tasks (Peg Insertion, Cube Stacking, Triangle Drawing),
we collected and visualized both successful and failed trajectories.
2. Successful trajectories serve as data for imitation learning raining;
failed ones help with diagnosis and reward redesign

their combination improves both robustness and generalization of
the learned policy.
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Phase 1: Pre-training

Challenges in Validating

the BC+RL Framework
‘We have finished®

Behavioral Cloning (B0)
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We have almost running out of
compute units on Colab in task 2

It seems to do
something that
human could not
understand?

We haven't finished yet®

Phase 2: Fine-tuning

Environment Interaction

Training Loss Curve

The loss curve

consistent
decrease.

*F limitation:

shows a steady and

[ nitialize Policy . . .
Something wrong with the environment

Reinforcement Learning
(RL) Fine-tuning

ManiSkill's GPU acceleration failed

Training the model on the CPU is too slow.
(About 50 sample per second)

Final Optimized Policy
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GPU hm&EERy, #BERRIEN CPU (29 50 #4/8) , Bilt
Colab Bk, S RL MERiAHE!
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